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Generative modeling is a crucial task in the field of machine learning. Recently, there have been several
proposals for generative models on quantum devices. We can efficiently optimize generative models defined
by tensor network states, but their performance largely depends on the geometrical structure of the tensor
network. To tackle this issue, we have proposed an optimization method for the network structure in the tree
tensor network class, based on the least mutual information principle. Generative modeling with an optimized
network structure has better performance than a fixed network structure. Moreover, by embedding data
dependencies into the tree structure based on the least mutual information principle, we can geometrically
represent the correlations in the data.
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