SQAI-NCTS Workshop on Quantum Technologies and Machine Learning

Contribution ID: 121 Type: not specified

Trainable Quantum Neural Networks for Multiclass
Image Classification with the Power of Pre-trained
Tree Tensor Networks

Thursday, 28 August 2025 17:06 (3 minutes)

Tree tensor networks (TTNs) offer powerful models for image classification. While these TTN image classi-
fiers already show excellent performance on classical hardware, embedding them into quantum neural net-
works (QNNs) may further improve the performance by leveraging quantum resources. However, embedding
TTN classifiers into QNNs for multiclass classification remains challenging. Key obstacles are the high-order
gate operations required for large bond dimensions and the mid-circuit postselection with exponentially low
success rates necessary for the exact embedding.

In this work, to address these challenges, we propose forest tensor network (FTN)-classifiers, which aggregate
multiple small-bond-dimension TTNs. This allows us to handle multiclass classification without requiring
large gates in the embedded circuits. We then remove the overhead of mid-circuit postselection by extending
the adiabatic encoding framework to our setting and smoothly encode the FTN-classifiers into a quantum
forest tensor network (QFTN)-classifiers. Numerical experiments on MNIST and CIFAR-10 demonstrate that
we can successfully train FTN-classifiers and encode them into qFTN-classifiers, while maintaining or even
improving the performance of the pre-trained FTN-classifiers. These results suggest that synergy between
TTN classification models and QNNs can provide a robust and scalable framework for multiclass quantum-
enhanced image classification.
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